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Abstract
The relaxation process of a few strongly interacting bosons in a triple well optical lattice is
studied from the first principle using the multiconfigurational time-dependent Hartree method for
bosons. We report the contrasting response of the system under two independent quench
processes: an interaction quench and a lattice depth quench. We analyze the evolution of the
reduced one-body density matrix, two-body density and the Shannon information entropy for a
wide range of lattice depth and interaction strength parameters. For the strong interaction
quench, we observe a very fast relaxation to the steady state. In contrast, for the lattice depth
quench, we observe collapse–revival dynamics in all the key measures. We also provide the best
fitting formulas for relaxation and revival time which follow power law decay.

Keywords: interaction quench, lattice depth quench, information entropy

(Some figures may appear in colour only in the online journal)

1. Introduction

The non-equilibrium dynamics of isolated quantum systems
have recently been triggered by remarkable experimental
progress with ultracold trapped gases [1–10]. The simplest
non-equilibrium process is quantum quench dynamics, where
the system is driven out of equilibrium by abruptly changing
any parameter of the Hamiltonian [11–24], while in a slow
quench one parameter is slowly ramped up or down [25–28].
The onset of chaos and statistical relaxation are the most
interesting research areas in non-equilibrium quantum phy-
sics. While the maximum entropy principle suggests which
types of quantum systems should approach equilibrium, the
mechanism of how the systems dynamically equilibrate, as
well as the relaxation timescale and how it is related to the
system parameters, are not well understood. The dynamics of
entropy production and their connection with many-body

correlation remain open problems. In this article, we explore
the relaxation dynamics of interacting ultracold bosons in the
optical lattice from a microscopic general quantum many-
body perspective. The relaxation dynamics are simulated in
the first principle by solving the time-dependent Schrödinger
equation using the multiconfigurational time-dependent Har-
tree method for bosons (MCTDHB) [29–31].

We initially prepare the system in the superfluid (SF)
phase and quench it to the Mott insulating (MI) phase through
two independent quenches: i) quenching (instantaneously
increasing) the interaction keeping the lattice depth constant,
and ii) quenching the lattice depth keeping the interaction
constant. We demonstrate the contrast between the two
quenches by analyzing the one-body density matrix, two-
body density, and entropy evolution.

For strong interaction quench, the system shows fast
relaxation of all the calculated observables to the steady-state
values. The relaxation time follows a power law decay as a
function of the interaction strength and the Shannon
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information entropy settles to a steady distribution. For the
small interaction quench, the Shannon information entropy
shows a periodic oscillation, and the time evolution of the
reduced one-body density matrix exhibits collapse–revival
dynamics. Whereas for lattice depth quench (with same
excitation energy), we observe long-time collapse–revival
dynamics in all measures, and the corresponding Shannon
information entropy oscillates. The revival time exhibits a
power law decay as a function of lattice depth. However, the
response of the system for the lattice depth quench is slow.
We repeat the simulation with a very strong lattice depth
quench when the system is supplied with high excitation
energy—we do not observe any signal of relaxation in the key
measures in the present timescale of dynamics. However, the
possibility of relaxation in very large timescale dynamics is
not completely ruled out. We conclude that the key difference
between the two setups lies in the fact that for the interaction
quench, the system is pumped with the correlation energy,
which is distributed as a two-body term in the Hamiltonian,
while for the lattice depth quench, the system is pumped with
potential energy which is distributed as a one-body term in
the Hamiltonian. It is to be noted that the revivals for the
lattice depth quench are known from Griener’s experiment
[5], whereas the fast relaxation for the interaction quench has
neither been observed in an experiment nor been theoretically
studied yet.

2. Setup

We consider N interacting bosons in a one-dimensional
optical lattice. The Hamiltonian is given by
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Here VOL represents the external lattice potential with periodic
boundary condition modeled as VOL(x)=Vsin2(kx), with V
being the lattice depth and k the lattice wave vector.

ld- = -W x x x xi j i j
ˆ ( ) ( ) represents the pairwise contact
interaction where λ is the two-body interaction coupling
strength between the bosons [32]. The Hamiltonian H is
scaled in terms of the recoil energy

= = = = E k m m k2 , 1R
2 2 , thus rendering all terms

dimensionless. The time is expressed in units of 

ER
while

distance is expressed as units of k−1.

3. Method

We solve the time-dependent Schrödinger equation for N-
interacting bosons, y = y¶

¶
H i

t
ˆ , using the MCTDHB method

[29–31] as implemented in the MCTDH-X package [33–35].
This method has successfully been applied to extensively
study various non-equilibrium bosonic systems [20–22, 31,
36–42].

In the MCTDHB method the many-body wave function
is expanded as a linear combination of time-dependent

permanents and the time-dependent weights as
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The summation runs over all possible configurations Nconf
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⎠. Note that the expansion coefficients

å =C t n N;n i i{ ( ) } and the orbitals f =x t,i i
M

1{ ( )} that build
up the permanents are explicitly time dependent and var-
iationally optimized quantities. In MCTDHB,
= ¼n n n n, , M1 2( )

represent the occupations of the orbitals in
a single configuration and n1+n2+...+nM=N, and M is
the number of single particle functions that make up the
permanents. Note that in the limit of  ¥M , the set of
permanents ñn t;{∣ }

span the whole Hilbert space and the
expansion is exact. However, for practical calculation, we
limit the size of the Hilbert space ensuring convergence in the
measured quantities.

Let us remark on the issue of convergence of our simu-
lation with MCTDHB. In the computation of the dynamics,
the many-body wave function shows a strong fragmentation,
i.e several natural orbitals have significant population. Thus
the choice of the number of orbitals M is an important issue
for our simulation, since an adequate number of orbitals is
necessary to capture the correct physics. In general, the
convergence can be ascertained by systematically increasing
the number of orbitals and observing no change in the cal-
culated quantities such as energy, relaxation time and entropy
production. Additionally, the convergence is further assured
when the occupation of the highest orbital is negligible. We
find that for the interaction quench, M=18 orbitals are
required to achieve convergence and any further increase of
M does not produce any change in the computed quantities.
On the other hand, for the lattice depth quench, M=6 is
sufficient to achieve convergence. The stark difference can be
understood by the fact that in the interaction quench, the
system is highly correlated and the eigenstates contributing to
the dynamics pertain to the (almost) completely available
Hilbert space. In the lattice depth quench, although the many-
body wave function is fragmented, the system is less corre-
lated, and the contributing eigenstates cover only a small
portion of the Hilbert space.

In our simulation, we analyze the following quantities:

(i) The first order reduced density matrix (RDM),
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(ii) Natural occupations ni which are the eigenvalues of r 1( ).
(iii) Two-body densities,

òr

y y

¢ ¢ = -

¢ ¢ ¼ ¼

x x x x t N N dx dx dx

x x x x t x x x t

, , ; 1 ....

, , , , ; , , ; . 4

N

N N

2
1 2 1 2 3 4

1 2 3 1 2*

( ∣ ) ( )

( ) ( ) ( )

( )

2

J. Phys. B: At. Mol. Opt. Phys. 52 (2019) 215303 S Bera et al



Its diagonal form is
r rº ¢ = ¢ =x x t x x x x x x t, ; , , ;2

1 2
2

1 1 2 2 1 2( ) ( ∣ )( ) ( ) which
measures the probability to find two particles simulta-
neously at positions x1 and x2 at time t.

(iv) Many-body Shannon information entropy [41, 43],

å= - =S t n t n t n
n

N
ln , . 5

i
i i i

i( ) ¯ ( )[ ¯ ( )] ¯ ( )

4. Result

4.1. Interaction quench

Our setup consists of N=3 bosons in a one-dimensional
triple well (S=3) optical lattice with periodic boundary
condition. For the interaction quench, the interaction strength
λ is changed suddenly keeping the depth of the lattice V fixed.
To achieve the SF MI transition with the interaction
quench, the ground state is prepared for depth V=3.0 and
λ=0.1 initially. Then, keeping V fixed, λ is changed
instantaneously to λ=15.0. This corresponds to pumping
the system with energy E=4.89 through the two-body
interaction term in the Hamiltonian.

In our small ensemble of few particle systems, the notion
of quantum phases cannot be applied rigorously. Rather, we
obtain many-body states which are the few-body analog to the
thermodynamic phases. In this paper, for the sake of simpli-
city and clarity of explanation, we term these few-body states
as phases.

In figure 1(a), we plot natural orbital occupations ni as a
function of time. Initially, at t=0 only the first natural orbital
contributes, which corresponds to the SF phase, and the
many-body wave function is condensed, equivalent to the
mean-field state, represented as ¼ ñ3, 0, , 0∣ , where the

number denotes the population of the corresponding orbitals.
With increasing time, fragmentation occurs, and at t=1.25
the lowest three orbitals exhibit population of almost 30%,
which is nearly three-fold fragmentation. This three-fold
fragmented state ¼ ñ1, 1, 1, 0, , 0∣ corresponds to the MI
state. Thus at time t=1.25, the system makes a transition
from the condensed SF to fragmented MI phase. The time
evolution of natural orbitals at a higher time and the asso-
ciated discussions are presented in appendix A for
convenience.

Figure 2 shows the reduced one-body density matrix
r ¢x x,1 2∣ ( )∣( ) at different times. Initially, at t=0, we observe a
uniform distribution of maxima showing that the initial state
(which is SF) displays both intra-well as well as inter-well
phase coherence. As time t increases, the off-diagonal max-
ima fade out and the diagonal contributions become more
pronounced. At time t=1.25, which corresponds to the
equivalent MI phase, only the diagonal maxima are observed
with a complete absence of off-diagonal contributions
showing a complete absence of phase-coherence. From long
timescale dynamics, we do not observe any revival of
coherence and can conclude that the system relaxes. Thus
figures 1(a) and 2 jointly conclude that t=1.25 is the
required time for the system to enter into the MI phase. The
complete extinction of off-diagonal correlation after a long
period of time also supports that the MI phase is retained.
However, at the intermediate time, we found that the system
tries to build up some inter-well coherence; this is discussed
in appendix A.

The corresponding two-body density ρ(2)(x1, x2) is shown
in figure 3. At t=0.1, the diagonal maxima show a reduction
in amplitude compared to the off-diagonal maxima. However,
at time t=1.25, an equal distribution per site is achieved,
although the diagonal does not extinguish completely. With

Figure 1. (a) Natural occupations as a function of time for interaction
quench to λ=15.0. Computation is done with M=18 orbitals. The
initial condensed SF phase fragments with time and the lowest three
natural orbitals are occupied. At time t=1.25, the system becomes
a fully fragmented MI phase with ≈30% occupation of the lowest
three orbitals. (b) Natural-orbital occupations as a function of time
for the lattice-depth quench to V=10.1. Computation is completed
with M=6 orbitals. The initial SF phase fragments with time and
all three natural orbitals are occupied. At time t=31.0, the system
becomes a fully fragmented MI phase with almost 30% natural
occupation in three orbitals. In both the occupation plots shown
above n2 and n3 overlap with each other due to translational
invariance. The contribution from all the other higher orbitals are
negligible and they almost overlap. All quantities are dimensionless.

Figure 2. Time evolution of the reduced one-body density matrix
r ¢x x,1 2∣ ( )∣( ) for interaction quench λ=15.0. We observe very fast
relaxation to the MI phase (see text). All the quantities are
dimensionless.
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increasing time, the diagonal contributions fade out, and
complete depletion of the diagonal is achieved at a much
longer time which is sustained for a long time further
demonstrating the relaxation process.

The corresponding Shannon information entropy as a
function of time is shown in figure 4(a). We observe a generic
linear increase at a shorter time followed by saturation (see
inset of figure 4(a)). The sharp linear increase in S(t) is
attributed to an exponential increase in the time-dependent
natural occupation contributing to the dynamics and is
described as = GS t t Pln( ) , where Γ is determined by the
decay probability to stay in the initial ground state and P is

the number of many-body states involved in the dynamics
[44]. The saturation of S(t) happens at t=1.25 due to the
complete occupation of the available finite sized Hilbert
space.

It is also instructive to report the dynamics for small
interaction strength quench λ=1.0. Figures 5 and 6 report
the entropy dynamics and time evolution of the reduced one-
body density matrix respectively for small interaction strength
quench λ=1.0. The amount of excitation energy received is
very small, which induces a small perturbation to the system.
The variation of entropy shows a periodic oscillation [45].
The corresponding time evolution in the one-body density
matrix (figure 6) shows the system clearly enters into the MI
phase at time t=8.5, which is characterized by complete
extinction of off-diagonal correlation; however, it revives at
time t=12.5, which corresponds to the time of occurrence of
the first deep kink in the entropy production (figure 5). The
corresponding two-body density (not shown here) distinctly

Figure 3. Time evolution of the two-body density ρ(2)(x1, x2) for
interaction quench λ=15.0. All the quantities are dimensionless.

Figure 4. (a) Time evolution of Shannon information entropy S(t) for
interaction quench λ=15.0. The sharp linear increase followed by
saturation signify that the system relaxes to the maximum entropy
state. The inset presents the sharp linear increase fitted with the
analytical formula (see text) for a short period of time. (b) Time
evolution of Shannon information entropy S(t) for lattice-depth
quench V=10.1. The entropy exhibits periodic oscillation and the
possibility of relaxation is ruled out. All the quantities are
dimensionless.

Figure 5. Dynamics of Shannon entropy S(t) for interaction quench
λ=1.0. The entropy shows periodic oscillation. All the quantities
are dimensionless.

Figure 6. Time evolution of the reduced one-body density matrix
r ¢x x,1 2∣ ( )∣( ) for interaction quench λ=1.0. Collapses and revivals
demonstrate how the matter-wave field dephases and rephases
periodically during its time evolution. The system does not relax. All
the quantities are dimensionless.

4
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exhibits the revival phenomena. In our numerical simulation,
we observe that for a strong interaction quench, the system
relaxes to a steady state. For a weak interaction quench, the
system shows collapse–revival for long timescales, which is
displayed in the periodic oscillation of the entropy in sharp
contrast with the generic linear increase followed by satur-
ation for a strong interaction.

Figure 1(a) shows t=1.25 is the required time for the
system to enter the MI phase and this is also the same time
when the off-diagonal correlation is completely lost. How-
ever, figures A1 and A2 of appendix A, for the intermediate
time zone, show that the first orbital builds up population
more than 33% and some faded off-diagonal coherence is also
built up accordingly. However, the SF phase never turns back.
The small intermediate kinks in the entropy plot in figure 4(a)
also support the same observation. Thus we strictly follow the
definition of trelax in three ways: a) the system enters to the
fully fragmented MI state for the first time; (b) one-body
diagonal correlation is only maintained; (c) the system relaxes
to a steady state. In figure 7(a) we plot trelax for different
(strong) λ quenches and observe a power law decay as

l= -t 2.3relax
0.23. Note that in the tight-binding approx-

imation (equation (C.2) and equation (C.3) of appendix C),
the interaction energy U scales as a linear function of inter-
action strength λ and with 1

4
power of the lattice depth.

Whereas hopping term J depends solely on the lattice depth V
in a complicated way. Thus one-to-one correspondence
between (U, J) and (λ, V ) does not hold. In figure C3(a)
therefore we plot trelax as a function of U

J
, which also exhibits

the power law decay.

4.2. Lattice depth quench

For the lattice depth quench, we prepare an identical initial
state as for the interaction quench (λ=0.1, V=3.0) and
instantaneously increase the lattice depth to V=10.1, keep-
ing λ fixed. The values are chosen such that the system is
pumped with the same excitation energy E=4.89 as the
λ=15.0 interaction quench. However, as the pumped energy
is now distributed as the one-body term in the Hamiltonian,
the system responds differently in the dynamics. In
figure 1(b), we plot the evolution of natural occupation. The
initial SF state becomes fragmented and enters the fragmented
MI state for the first time at t=31.0 which is significantly
larger than t=1.25. This significantly slower SF MI
transition, i.e. a larger characteristic time to reach the MI
phase which distinguishes the lattice depth quench from the
interaction quench.

The corresponding reduced one-body density matrix is
presented in figure 8 which clearly exhibits long-time col-
lapse–revival dynamics reminiscent of those observed in
Greiner’s experiment [5, 6]. The phase coherence revives at
t=81.0 which corresponds to the SF phase. The time evol-
ution of the two-body density is shown in figure 9. The
diagonal maxima are reduced with time but are completely
depleted and revive over a long timescale.

The corresponding Shannon entropy evolution, shown in
figure 4(b), also exhibits the periodic oscillation. The absence
of a generic linear increase and saturation demonstrate that the
system does not relax. To check the possibility of relaxation
for very strong lattice depth quench, we repeat the simulation
for a very deep lattice depth quench when the system is
pumped with huge excitation energy, but we do not find any
signature of relaxation; the system always revives and the
revival time decreases with an increase in the lattice depth.

Figure 7. (a) Relaxation time trelax for interaction quench. The curve
shows the power law decay. The best fit formula is l= -t 2.3relax

0.23.
(b) Revival time trevival for lattice-depth quench. The curve shows
power law decay. The best fit formula is = -t V134.5revival

0.23. All
the quantities are dimensionless.

Figure 8. Time evolution of the reduced one-body density matrix
r ¢x x,1 2∣ ( )∣( ) for lattice-depth quench V=10.1. The system exhibits
revival in the long time dynamics. All the quantities are
dimensionless.

5
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However, if we increase the computation time the system may
eventually relax. From figure 4(b), we observe a broad
maxima from t=31.0 to t=56.0, which signifies that the
system retains in the MI phase for this duration of time and
then revives to its minimum entropy state at time t=81.0,
which is the same as that reported in figure 8 where the SF
phase is revived. Thus t=81.0 can be taken as the revival
time for V=10.1 lattice depth quench. We define the revival
time (trevival) as the time when the system revives global phase
coherence in one-body density, and the corresponding
entropy reaches its minimum. In figure 7(b), we plot trevival as
a function of the lattice depth, which follows a power law
decay fitted as = -t V134.5revival

0.23. The qualitative nature
of variation of trevival with the lattice depth resembles the same
nature as that observed in Greiner’s experiment [5, 6]. In
figure C3(b), we plot trevival as a function of U

J
, which clearly

exhibits the slow response of the system in the lattice depth
quench. The explanation is as follows. For both the interac-
tion and lattice depth quench the system receives the same
amount of energy, however the dynamical response of the
system is determined by how the received energy is dis-
tributed by the system. It is understandable that for the
interaction quench, the received energy is quickly distributed
through the two-body interaction term of the Hamiltonian,
thus the response time which is characterized by the relaxa-
tion time in our computation exhibits falls quickly with the U

J
ratio. Whereas for the lattice depth quench, the Hamiltonian
distributes the received energy through the one-body poten-
tial, it is exhibited by slow response of the system, and the
revival time weakly depends on the U

J
ratio.

Our present simulation is based on the simplest problem
of three bosons in three wells, which is the building block of
many-body physics. The immediate question in this direction
is to investigate the finite size effect, keeping the density
fixed. We report our results for N=5 bosons in S=5 wells

in appendix B. For the completion of our work, we also
present a connection between the Bose–Hubbard physics and
the many-body physics in appendix C.

5. Conclusion

In this paper, we have studied the quench dynamics of 1D
interacting bosons in an optical lattice from the first principle
general quantum many-body perspective using the MCTDHB
method, covering both the significantly strong interactions
and the shallow optical lattice. We observe that the dynamics
of the two different quenches show significantly different
behavior. For the strong interaction quench, the system enters
the MI phase over a small timescale and relaxes to that
maximum entropy state. The relaxation process is observed
through the time evolution of the natural occupations, entropy
evolution, and the reduced density matrices. The relaxation
time follows a power law decay with respect to the interaction
strength. In contrast, for the lattice depth quench with the
same excitation energy, the MI phase is reached over a very
long timescale, significantly larger than that of the interaction
quench. For the lattice depth quench, the system does not
relax and exhibits collapse–revival dynamics over a long
timescale, which is revealed in all the computed measures.
The corresponding revival time exhibits a power law decay
with respect to the lattice depth parameter. As far as we are
aware, in these two independent quench processes (interaction
quench and lattice depth quench), estimation of the timescale
of relaxation and revival and their connection with entropy
production have not yet been reported. Simulations for a
larger number of particles with fixed density produce the
same dynamics, demonstrating the generality of our result.
Our theoretical investigation of quench dynamics tuning the
parameters related to the microscopic Hamiltonian can be
verified in future experiments. The immediate open question
in this direction is to study how the observed dynamics for
contact interaction are affected by the long-range interaction.
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Appendix A. Discussion of the interaction quench
for λ=15.0 for intermediate time

In this section, we report the evolution of natural occupation
and the one-body density matrix for N=3, S=3 for larger
time until t=5.0, which is the intermediate timeframe of our
simulation. In figure A1, we observe that at t=1.25 the
system is close to the fully fragmented MI state—the three
significantly occupied orbitals have close to 30% population
on average. However, from t=1.25 to t=2.76, the n1, n2
curves overlap showing identical behavior, while n3 lowers.
In figure A2, we plot the corresponding one-body density
matrix. We observe that the system tries to develop some
inter-well coherence which is demonstrated by the faded off-
diagonal pattern together with the bright diagonal patches. It
indicates that the system basically retains its MI phase toge-
ther with very small tunneling between the neighborhood
wells. At time t=2.76, we again find the complete extinction
of the off-diagonal maxima and 30% occupation of the first
three natural orbitals is regained. The system repeats the same
dynamics in the timezone t=2.76 to t=5.0. Some off-
diagonal correlation is again build up but that cannot be
considered as the SF phase, and the system passes through the
same intermediate phases as reported and finally relaxes to the
MI phase.

Appendix B. Relaxation dynamics for N=5 bosons
in S=5 wells

We have repeated the calculation for larger lattice and particle
numbers keeping the unit filling factor, i.e., N=5 bosons in
S=5 wells. To ensure that we are supplying the same
amount of excitation energy to both the quench types, we
choose λ=13.47 for the interaction quench and V=10.1
for the lattice depth quench. Figures B1, B2 and figure B3
summarize our observations which together conclude the
same dynamics as reported for N=3 bosons in S=3 wells.
For the lattice depth quench we observe identical dynamics
(collapse to the MI phase and then revival); the revival time
also remains unchanged which is also in good agreement with
Greiner’s experiment. For the interaction quench we also

Figure A1. Natural occupations as a function of time for interaction
quench to λ=15.0, for intermediate time with N=3 bosons in
S=3 wells. See text for details. All quantities are dimensionless.

Figure A2. Time evolution of the reduced one-body density matrix
r ¢x x,1 2∣ ( )∣( ) for interaction quench λ=15.0, for intermediate time
with N=3 bosons in S=3 wells. See text for details. All the
quantities are dimensionless.

Figure B1. (a) Time evolution of Shannon information entropy S(t)
for interaction quench λ=13.47 for N=5 bosons in S=5 wells.
The sharp linear increase followed by saturation signify that the
system relaxes to the maximum entropy state. (b) Time evolution of
Shannon information entropy S(t) for lattice-depth quench V=10.1
for N=5 bosons in S=5 wells. The entropy exhibits periodic
oscillation and the possibility of relaxation is ruled out. All the
quantities are dimensionless.

Figure B2. Time evolution of the reduced one-body density matrix
r ¢x x,1 2∣ ( )∣( ) for interaction quench λ=13.47 for N=5 bosons in
S=5 wells. We observe very fast relaxation to MI phase (see text).
All the quantities are dimensionless.
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observe fast relaxation to theMI phase, only relaxation time is
shorter than in the case with N=3 bosons in S=3 wells
and λ=15.0.

Appendix C. Comparison of ab initio results to a
Bose–Hubbard model

The Bose–Hubbard model (BHM) is the widely used tool to
study weakly interacting bosons in a deep lattice [46–49]. In
the BHM, the SF MI transition is determined by the
relative strength of the interaction parameter U and the tun-
neling coupling J. Thus the phase transition is described by a
single parameter U

J
[46, 50, 51], and SF MI transition can

be achieved with high U

J
value irrespective of how this ratio is

achieved. However, as shown below, the one-to-one corre-
spondence between the BHM parameters and MCTDHB
parameters does not hold. So, for the completeness of our
present work, we try to construct a bridge between the
MCTDHB results, and the findings from the tight-binding
approximation.

The triple-well setup can be mapped to a three-site BHM
as

å å= - + -H J b b
U

n n
2

1 . C.1BH
i j

i j
i

i i
,

^ ^ ^ ^ ^( ) ( )†

where U is the on-site interaction parameter and J is the
hopping term.

In the tight-binding approximation, the hopping term J is
given as

p= -J E V E V E4 exp 2 C.2R R R
3 4 1 2( ) ( ) [ ( ) ] ( )

and the on-site interaction term is given by

p l l=U V E2 2 , C.3R0
1 4( )( ) ( )

λ0=2π/k [52, 53]. Equations (C.2) and (C.3) basically relate
the interaction strength (λ) and lattice depth parameter (V ) of
our many-body calculation with the hopping term (J) and on-

site interaction energy (U) of the BHM. Note that the hopping
term J is directly related only to the lattice depth V, but the
on-site interaction energy U depends both on the lattice depth
V and the two-body interaction λ. Thus for the lattice depth
quench (λ fixed), MCTDHB basically corresponds to a
simultaneous change in (U, J), whereas the interaction quench
(V fixed) corresponds to a quench in U only. Let us sum-
marize the corresponding BHM parameters calculated
through equation (C.2) and equation (C.3) for our present
many-body calculation.

For our initial superfluid state with λ=0.1 and V=3.0,
the corresponding BHM parameters are J=0.080 5 and
U=0.105. For the interaction quench, for the final state with
λ=15.0 and V=3.0 the corresponding BHM values are
J=0.080 5 and U=15.75. Thus the interaction quench
l l=  =0.1 15.0 in our many-body simulation corre-
sponds to the U quench from =  =U U0.105 15.75. For
the lattice depth quench, for the final state with V=10.1 and
λ=0.1 the corresponding BHM values are U=0.142 and
J=0.011 1, thus the lattice depth quench
=  =V V3.0 10.1 in our many-body simulation basically

corresponds to the change in =  =J J0.080 5 0.011 1 and
=  =U U0.105 0.142, which does not represent true J

quench. Thus an explicit numerical comparison of BHM
dynamics with MCTDHB dynamics is beyond the scope of
this work. It is to be noted that BHM breaks down for a weak
optical lattice as the atoms occupy several vibrational states.
In the lowest band approximation, the BHM is valid only
when the mean interaction energy per particle is smaller than
the energy gap between the lowest two bands. So, the
application of BHM is mainly restricted for a weak interaction
and deep optical lattice, whereas MCTDHB is accurately
applicable for a weak to deep lattice and can address both
weakly interacting and strongly interacting bosons in an
optical lattice.

In the following paragraph we discuss some interesting
aspects of many-body calculation compared to the BHM for a
deep lattice where tight-binding approximation works well.
We present the entropy dynamics for a fixed = 4.5U

J
, which

addresses the deep lattice physics, and one can investigate the
effect of interaction on the timescale of the dynamics. We
choose different sets of (U, J), where the choice of each J
corresponds to a deep lattice, the corresponding MCTDHB
parameters λ and V are further calculated through
equations (C.2) and (C.3). For the dynamics, we complete the
lattice depth quench; the full set of parameters is presented in
table C1. In figure C1, we plot the entropy evolution for

Figure B3. Time evolution of the reduced one-body density matrix
r ¢x x,1 2∣ ( )∣( ) for lattice-depth quench V=10.1 for N=5 bosons in
S=5 wells. The system exhibits revival in the long time dynamics.
All the quantities are dimensionless.

Table C1. Revival time calculated from entropy dynamics for
different combinations of (U, J) and (λ, V ) for fixed = 4.5U

J
.

U J λ V trevival

0.032 1 0.007 1 00216 12.0 372.0
0.020 7 0.004 59 0.013 4 14.0 532.0
0.013 6 0.003 0.008 5 16.0 856.0
0.009 0.002 0.005 6 18.0 1 191.0
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different parameter sets; for all cases the revival is observed
over quite a long timescale. The smallest J value corresponds
to the largest lattice depth V quench and the corresponding
revival time is the largest, as expected. However, from the
trend in the dynamics, we observe that the amplitude of
oscillation in entropy is significantly modified and we expect
that eventually the system will relax to a steady state. In
figure C2, we plot the corresponding revival time as a func-
tion of interaction parameter U. The revival time does exhibit
a fast exponential fall, although the magnitude of the fit is
understandably different from a pure interaction quench.

In figure C3(a), we show the plot of relaxation time for
the interaction quench as a function of U

J
. The power law with

the exponent close to 0.25 is maintained. The variation of
revival time for the lattice depth quench with U

J
is shown in

figure C3(b). There the revival time exhibits a very slow
power law decay. The result shows that a pure U

J
ratio does

not dictate the physics here. Rather, the actual value of the
system parameters interaction strength λ and lattice depth V
affect the physics.
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