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Nonlinear Schrodinger equation with power-law confining potential
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Critical limits of a stationary nonlinear three-dimensional Schrodinger equation with confining power-law
potentials (~r®) are obtained using spherical symmetry. When the nonlinearity is given by an attractive
two-body interaction (negative cubic term), it is shown how the maximum number of particles N, in the trap
increases as a decreases. With a negative cubic and positive quintic terms we study a first order phase
transition, that occurs if the strength g3 of the quintic term is less than a critical value g;.. At the phase
transition, the behavior of g5, with respect to « is given by g;.~0.0036+0.0251/a+0.0088/ a>.
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I. INTRODUCTION

Nonlinear Schrodinger equations (NLSE) have been con-
sidered in applications to several branches of physics, as
nonlinear waves, fluid dynamics, optics, superconductivity,
superfluidity, and Bose condensation (see, for example, some
reviews in Refs. [1-4]). One of the most important variations
of NLSE, in which the nonlinear term is cubic, was devel-
oped from works of Ginszburg, Pitaevskii, and Gross [5],
actually known as Gross-Pitaevskii (GP) equation. This
equation was discussed by different authors in the years 90 in
the context of BEC [6], turbulence in fluids and superfluids
[7]. It has been used to describe atomic condensation in the
weakly interacting regime, in the mean-field approximation,
providing numerical results close to experimental data.

The experimental realization of Bose-Einstein condensa-
tion (BEC), for trapped atomic systems with positive [8] and
negative [9] two-body scattering length @, brought enormous
interest in this subject. Such results have motivated plenty of
works treating the GP equation with harmonic traps in
spherical or cylindrical symmetry (see, for instance, Refs.
[2,4,10-13]). The case of atomic systems with two-body at-
tractive interactions is of particular interest, as the conden-
sate becomes unstable when the number of condensed par-
ticles overcomes a critical number N,. So, in several recent
works the authors are concerned with measurements and cal-
culations of this critical value using different geometries for
the trap (see Ref. [14] and references therein). Actually, rel-
evant phenomena for systems with a<<0 are been experi-
mentally investigated and theoretically analyzed, as for ex-
ample the collapse-revival processes [15-19]. One of the
interesting aspects of such systems is concerned with the
possibility of increasing the critical number N, of condensed
atoms, trapped by harmonic interactions. This can be realized
by changing the symmetry of the trap, through different com-
ponents of the frequencies of the three-dimensional (3D) har-
monic potential, as discussed in Refs. [20,21]. Another way
to increase N, can be done by modifying the shape of the
trapping potential [22].

Studies with power-law trapping potentials were realized
by several authors [23-29]. In Ref. [23], the authors calcu-
lated the critical temperature 7, of Bose-Einstein conden-
sates trapped by such a potential and analyzed in detail its
thermodynamics. A recent analysis is also done in Ref. [29].
The possibility of obtaining a phase transition to a condensed

1050-2947/2006/74(1)/013406(6)

013406-1

PACS number(s): 32.80.Pj, 03.75.—b, 36.40.—c, 34.10.+x

state, for alkali dilute gases, was studied in Ref. [24] by
considering a confining power-law potential, which is
changed adiabatically. References [25-28] analyze the be-
havior of condensates trapped by power-law potentials in
arbitrary dimensions. In a one-dimensional Bose gas sub-
jected to a potential of the form V=V(|x|/a)?, a significant
number of particles in the lowest energy state was found for
v<2 in Ref. [26]. Further studies about condensates trapped
by power-law potentials can be found in Refs. [30-33].
However, none of these studies with nonharmonic power-law
trapping potentials have considered the limitations in
the maximum number of condensed atoms, in case of 3D
NLSE where the nonlinearity is given by a negative cubic
term (attractive two-body interactions). This can have experi-
mental interest, as exemplified in Ref. [34], in which it
has been investigated the dynamics of Bose-Einstein conden-
sates submitted to anharmonic magnetic waveguides, with a
polynomial trap.

Our aim, in the present work, is to make a three-
dimensional quantitative study on the limitations of N, for
NLSE with attractive cubic term, with power-law trapping
potentials of the form ~r“. We assume the system in spheri-
cal symmetry. This work extends a previous one on anhar-
monic trap potentials [22], where we have obtained the
maximum critical number of condensed atoms, for an origi-
nal harmonic potential altered by the addition of cubic and
quartic terms as perturbations. In the perspective of different
other possibilities to obtain experimentally anharmonic traps
for systems with attractive two-body interactions, we have
analyzed power-law potentials that deviate from the har-
monic one by a multiplicative factor. Besides the cubic non-
linear term in the NLSE, we have also considered a positive
quintic term, due to elastic three-body interactions. In this
case, as reported in Refs. [35,36], it is possible the occur-
rence in the system of a first order phase transition, that is a
type of liquid gas phase transition. By type of liquid gas
phase transition we mean a first order phase transition in
T=0 where density changes abruptly when the number of
atoms is incremented.

Actually, at the phase transition, we study the behavior of
the critical value of the strength g;. of the quintic term as a
function of the power « of the confining potential. An ap-
proximate relation between g;. and « is found in this limit.

In the next section, we present the basic formalism (Sec.
IT A) and corresponding results (Sec. II B), considering the
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nonlinearity of the NLSE given by a negative cubic term
(attractive two-body interactions). In Sec. III, we have in-
cluded a positive nonlinear quintic term in our formalism, in
the perspective to study possible phase transitions in the sys-
tem. Finally, in Sec. IV, we present our conclusions and final
remarks.

II. CUBIC NLSE WITH POWER-LAW TRAPPING
POTENTIAL
A. Formalism

The Gross-Pitaevskii equation describes a quantum many-
body problem for a very dilute gas [2-4]. In spherical sym-
metry, the corresponding mean-field equation, for attractive
two-body interactions, has the following form:

v h? >, 47h?|al
= [ SV Vi) -
2m m

IWIZ)W, (1)

where W="W(r,1) is the wave function and V,,, the trapping
potential. a is the two-body s-wave scattering length, and m
is the mass of the atomic species. In the above form, the
wave function W(r,7) is normalized to the number N of
particles,

f W (7.0 7 =N. )

In the specific case of power-law potentials, in spherical
symmetry, we can write the trapping potential as

hof 2r\
Vtrap(r)=7<l_) s (3)
0

where ly=\/(mw) defines a unit of length. For a=2 we
have the usual 3D harmonic oscillator potential with w being
a geometrical average of the frequencies in the three spatial
directions (w*= w,w,05).

The stationary solutions of Eq. (1) are given by the
chemical potential u, by setting W(7,7)=e /"y (), such
that

h* - 47h|al
<_ _V2 + Vtrap(r) - |lr/f(;)|2 lﬁ(;) = ,U«iﬁ(;) (4)
2m m
The trap is spherically symmetric and we are interested in the
ground-state solutions. So, in Eq. (4), we assume the system
is in the s wave, and redefine the wave function, the variable

r and the chemical potential u as

O(x) = \8alalrp(d), x=-—r, B=-—. (5)
0 h(,()
Using the above, we have
d*d(x) x“ d(x)|?
BO()=-— 3=+ P) - | > | O(x).  (6)
x 4 X

As (7) is normalized to N, from (5) we obtain the corre-
sponding normalization of ®(x) as

* N
f dx|®(x)|* = Z\EM. (7)
0 ly
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The boundary conditions of (6) are such that ®(0)=0 and
®(x— )=0. The total energy of the system is given by

l
Ewt=ﬁw< ’_o )5,
2V2|al

EEdexH&(x)
0 dx

The size can be obtained from the corresponding mean-
square radius (r?), that can be written in terms of a dimen-
sionless observable (x?), as

S | (x)|*
+z|¢(x)|2—2—;}- (8)

) Jw dx x*|®(x)? )
(=t =By ©)
f dx|®(x)?

0

By considering all possible variations of the power a, in the
above equations, one can analyze the behavior of the observ-
ables of the system in comparison with results obtained for
the case of harmonic potential [35]. Of particular interest is
the magnitude of the maximum critical number of particles
N, in the condensate, as we vary the power a.

Next, we present the numerical results for this section.

B. Numerical results

We have considered a full numerical approach to obtain
our results for the spherically symmetrical equations given in
the preceding section. In the present case of stationary solu-
tions, we have applied the fourth-order Runge-Kutta method,
which is combined with the shooting method in order to
satisfy the boundary conditions (the method is described in
Ref. [37]).

The Runge-Kutta method is used to integrate in space the
function ®(x), from ®(0) to P(x.), where x,, is far away
from the point that mimics infinity. To do so, we depart from
given initial condition ®(0), by shooting ®'(0) (unknown),
and we propagate the function in x until we get ®(x,)=0.
So, ®(x,,) is a function of ®’(0), and we have a simple
algebraic equation ®(x.)=F[P’(0)]. It is interesting to ob-
serve that if this function F was known analytically, one
could use the Newton-Raphson method, however in this case
we only have this function numerically after propagating ®
from O to o, so that we had to use the secant method. These
techniques are fully described in Ref. [37] and references
therein [38].

The results of our calculations are presented for the total
energy (Fig. 1), for the chemical potential (Fig. 2), and for
the mean-square radius (Fig. 3). In Fig. 1 we have the results
for the total energy E,. It is plotted &, as given in Eq. (8), as
a function of the number of particles N scaled to a reduced
number by a factor |a|/l,. We show results from the case of
linear confining potential (a=1) to the case of @=2.8. As
shown, the number of particles increases as we go to smaller
values of the power a. It is important to say that, although
such a result is expected (N, should increase for decreasing
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FIG. 1. The total energy E,, given by the corresponding dimen-
sionless observable & [see Eq. (8)], versus the number of particles
N, scaled by a factor |a|/l,. The numerical results are shown for
different confining power-law potentials, Eq. (3), with a=1.0 to «
=2.8, as indicated inside the figure.

a), we need to quantify the increasing in the critical number
of particles. So, we proceed to this calculation and we verify
that, unless other technical problems, a linear trap could con-
densate a significant higher number of atoms, up to 40%
higher than the harmonic one, in the attractive cases.

The lower branches of the curves correspond to the stable
solutions of Eq. (8). Such curves reach critical points in the
extreme right (collapse points), from where the solutions be-
come unstable. The upper branches of the curves correspond
to the unstable solutions (see, for instance, Ref. [3], Fig. 12,
for a variational analysis). Both, stable and unstable static
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0.15 0.25 0.35 0.45 0.55 0.65 0.75 0.85
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FIG. 2. The chemical potential u, given by the corresponding
dimensionless observable 8 [=u/(fiw)], versus the number of par-
ticles N, scaled by a factor |a|/l,. The numerical results are shown
for different confining power-law potentials, Eq. (3), with a=1.0 to
a=2.8, as indicated inside the figure. For comparison, we have
included the solutions of the free focusing NLSE, that is, the free
focusing NLSE limit.
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FIG. 3. The mean-square radius (1), given by the corresponding
dimensionless observable (x?), as defined in Eq. (9), versus the
number of particles N, scaled by a factor |a|/l,. The numerical
results are shown for different confining power-law potentials, Eq.
(3), with @=1.0 to @=2.8, as indicated inside the figure.

solutions are relevant to know in a stability analysis of the
system. By varying N for a given a, the stable solution for
the energy reaches its maximum, &, at the critical point. The
maximum number of condensed particles increases as the
potential becomes less confining. For the case of linear trap-
ping potential, we obtain N, |a|/l;=0.795, corresponding to
&.=1.78. By comparing with the result obtained for the har-
monic trapping potential (aw=2), which is N,|a|/l,=0.575,
we note that the linear case represents an increase in the
maximum number of particles of about 38%.

In Fig. 2, we present results for the chemical potential u,
given by the corresponding dimensionless observable 3, as a
function of the number of atoms N, scaled by the factor
la|/1,. As in Fig. 1, each of the curves are composed by a
stable branch (upper part) and an unstable branch (lower
part), that are joined at the critical points. The behavior of
the curves is qualitatively similar for all the cases. However,
if we fix the number of particles, we note that the values of 8
are smaller on the stable parts of the curves for smaller val-
ues of the power a only when the scaled number of particles,
Nlal/ly, is not too large. It can happen an inversion of this
behavior near the critical limits of potentials with higher
powers. This happens because the critical numbers N, are
smaller for larger values of @. To extend the region of sta-
bility to higher number of particles, we must decrease sig-
nificantly the power of the trapping potential. We also plot in
Fig. 2 the curve of the focusing NLSE with no trap (free
focusing NLSE), whose unstable solutions and singularity at
finite time were verified for the first time about 30 years ago
by Zakharov and Shabat [39]. In fact, in Fig. 2, we compared
the variation of the scaled number of particles of the system
versus the variation of the chemical potential for the free
focusing NLSE. In these 3D systems, we note that the num-
ber of particles for all of the trapped cases always lies below
the particle number of the free case and, in the limit 8— o,
the trapped systems behaves as free NLS solitons [40]. In
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FIG. 4. The critical number of atoms N, scaled by the factor
|a| /1y, as a function of the inverse power of the trapping potential.
The solid line is interpolating the numerical results, represented by
circles.

Fig. 3, we present our numerical results for the mean-square
radius (r?), given by the corresponding dimensionless ob-
servable (x?). For a given atomic system with negative two-
body scattering length, as we increase the number of par-
ticles N the stable condensate becomes smaller, shrinking
until its minimum size at the critical point (extreme right-
hand-side of each curve with fixed «). From the critical
points, the curves also show the respective sizes of the un-
stable solutions (lower branches), corresponding to maxima
for the energies. By comparing results from the harmonic
oscillator confining potential (@=2) with the linear one
(a=1), we observe a considerable increase in the mean-
square radius at the critical point: (x?),_, =2(x?),-,. In Fig.
4, we present our numerical results for the maximum critical
number of particles for stable solutions, scaled by the factor
|a| /1y, as a function of the power « of the confining poten-
tial. With « decreasing, the scaled critical number of con-
densed atoms will increase. For the harmonic trap, in spheri-
cal symmetry, we reproduce the well-known critical number
N.|a|/l,=0.575. In case of linear trap (a=1), we obtain
N.|a|/l,=0.795. Table I shows results for a few specific
values of a.

II1. NLSE WITH THREE-BODY ELASTIC INTERACTIONS

In this section we report our results when considering
cubic and quintic terms in the NLSE, with a power-law po-
tential trap. In spherical symmetry, using dimensionless vari-
ables as in (5), we obtain an extended version of Eq. (6),
with ® =®d(x), such that
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A SRR L Y L Y BD (10)
-+ PO-—7F"D+ — OO = .
dx* 4 X2 8 X
In the above equation, the three-body dimensionless elastic
interaction with strength g5 is derived from the correspond-
ing dimensional expression [36], as

|[P()*

gsTﬁw=?\3lt/f(7) 4 (11)

where A\ is the original strength of the quintic term. From
Egs. (5) and (11), we have the relation between g5 and A5,

2
g3 M( 1 ) (12)

ho\4md|l}

In Eq. (10), we assume that g is positive; and, as in the
preceding section, the cubic term corresponds to attractive
two-body interactions.

As we will see next, the system can exhibit a first order
phase transition, called liquid-gas phase transition, that oc-
curs in this model when we vary the number of particles and,
therefore, the density of the system. Here, we are concerned
specifically with the influence of deviations from the har-
monic trap in the observed phase transition that was previ-
ously studied in Refs. [35,36]. For the case of attractive two-
body interactions, it was reported that a positive nonlinear
quintic term (g3 # 0) allows the number of condensed par-
ticles to be larger than the N, obtained when g;=0. It is
further observed that a liquid-gas phase transition can occur
in the system if g5 is smaller than some critical value gs.. As
shown in Ref. [36], for the harmonic trap potential,
£3.=0.0183. Our aim is to verify the behavior of this critical
value as we vary the shape of the trapping potential, using
different powers « in Eq. (3).

In Fig. 5, we present our numerical results at the critical
interface where the liquid-gas phase transition disappears.
We present the results obtained for the strength of the quintic
term g;. and also for the corresponding scaled number of
particles, N|a|/l,, as functions of the inverse of the power a
of the trapping potential. We should clarify that N|a|/l,, in
the small figure inserted in Fig. 5, corresponds to the value
that we have when g;=g;.. In Table II we also present the
numerical results for some specific powers «. There is no
liquid-gas phase transition when g3>>gs.. The results show
that, as we decrease the value of o we extend the region of
parameters g3 where it is possible to obtain liquid-gas phase
transitions.

So, in the perspective that a condensed atomic system is
such that we have a positive quintic term (nonlinear elastic
three-body term) in the NLSE, with a less confining power-
law potential we increase the upper limit of g; to obtain
phase transitions. We observe that, in the case of linear trap-

TABLE I. Numerical results for the maximum critical value of the scaled number of particles, for a few

values of « of the trapping potential.

a 1.0 1.5

2.0 2.5 3.0 5.0

N.|al /1, 0.795 0.652

0.575

0.526 0.492 0.416
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FIG. 5. Upper limit for the dimensionless three-body elastic
parameter g5 for the occurrence of liquid-gas phase transition as a
function of the inverse of the trapping power a. Our numerical
results are represented by solid circles. The dashed line is a linear fit
to such results (g3,=0.037/a). The solid line corresponds to the
fitted expression, given by Eq. (13). The inset shows the corre-
sponding scaled number N|a|/[, as a function of «.

ping potential (a=1) we have g5.=0.037, which is about 2
times the value obtained for the case of harmonic potential
[36] (g5.,=0.0183). Observing that g;,=0.0129 when a=3, a
simple expression like g3.=0.037/a can almost fit the re-
gion 1 = a=3 (see Fig. 5). A better fit for the behavior of g5,
with respect to 1/a, at the phase transition, is given by

0.0251

a

0.0088

230 ~ 0.0036 + 2 (13)

When g5 <g3,., the scaled number of particles is a function of
the chemical potential S with two local extrema: one
maximum and one minimum. At the critical point, where
g3=83.» these two extrema disappear (see Ref. [35]). As the
first and second derivative of N|a|/l, in terms of 3 are zero,
a relation between « and g3, can be established. The above
relation is an approximation that relies on a precise fitting of
our numerical results, considering 1 =a = 10.

We note that, when 1/a— 0, the trap potential tends to a
spherical potential well. The trapping potential is almost zero
inside the well to be compared with the nonlinear terms; and
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becomes infinite at some finite radius, where the wave func-
tion goes to zero. From Eq. (13)), the limit @— o implies
g3.~0.0036. In the other limit, when a=0, there is no con-
fining potential, as it becomes just a constant in the Hamil-
tonian. The effective potential is nonlinear, combining a
negative cubic with a positive quintic term. In this case, the
strength g5 is not limited.

The liquid-gas phase transition, in principle, could be ob-
served in experiments with certain atomic species with repul-
sive three-body interactions, near a Feshbach resonance
where one can vary the two-body scattering length from
positive to negative values. As explained in Refs. [35,36], the
characterization of two phases can be done through the en-
ergies, chemical potentials, central densities or radius. As we
increase the number of atoms in a experiment, instead of a
collapsing behavior one should verify the system shrinking
to a smaller radius. It is also shown in Ref. [36] that the
decay time of the condensate that begins in a denser phase
can be long enough to allow observation.

IV. CONCLUSIONS

In summary, we have solved a stationary NLSE with cu-
bic and quintic nonlinear terms and with an anharmonic trap-
ping power-law potential. We have verified and quantified
the increasing in the critical number of particles by changing
the geometry of the trap, and the critical limit in which oc-
curs a first order phase transition internal to the condensate
due to elastic collisions for each power a of the power-law
confining potential. In the first part of our work, the calcula-
tions are given in spherical symmetry and the nonlinearity
was given by just the cubic term, corresponding to an attrac-
tive two-body interaction. As in this case there is no stable
solutions when the scaled number of particles N|a|/l, is
larger than some critical value, we study this critical limit
N.|a|/ly as a function of the power a of the confining po-
tential. We present results for the total energy, the chemical
potential, and the mean-square radius. We conclude that the
maximum number of condensed particles increases as the
potential becomes less confining. For the case of linear trap-
ping potential, N,|a|/l,=0.795, which is about 38% larger
than the harmonic one (0.575).

A repulsive elastic three-body interaction (positive quintic
term) is added in our analysis, in Sec. I, to verify the pos-
sible occurrence of liquid-gas phase transitions. We extended
a previous analysis of the phase transitions, that was done in
Refs. [35,36] for harmonic trapping potential. When we have
nonlinearity given by a negative cubic term, by decreasing
the power « (to a less confining potential) we also allow the

TABLE II. Numerical results for a few values of « of the trapping potential. g3, is the value of g3 at the
critical limit where the liquid-gas phase transition disappears. Equation (12) relates g; with the original
strength A5 of the quintic term. N is the corresponding number of particles.

a 1.0 1.5 2.0 2.5 3.0 5.0
&3¢ 0.0375 0.0242 0.0183 0.0150 0.0129 0.0090
Nlal/l, 0.876 0.722 0.639 0.586 0.549 0.468
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number of particles to increase. By including a positive quin-
tic term, there is no upper limit for the number of condensed
particles, but some critical region where a liquid-gas phase
transition can occur. Such a phase transition can occur only
when the quintic term is not a dominant term in the effective
interaction, such that the corresponding strength g; is lim-
ited. In order to have liquid-gas phase transition we must
have g3 = g3, which is plotted as a function of 1/« in Fig. 5.
So, g3. gives us the limiting value of g3 where the three
extremes of the energies (two minima and one maximum)
disappear. We have determined numerically the values of g3,
for several values of « and, finally, found a quadratic ana-
lytical relation between g3, and 1/«, as shown in Eq. (13).

PHYSICAL REVIEW A 74, 013406 (2006)

This equation is expected to be a good approximation to an
expression between g;. and «, when we consider phase tran-
sitions in NLSE with confining power-law potential and with
the nonlinearity given by negative cubic and positive quintic
terms.
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